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Why we need a model

To show the algorithm works
To justify that the simplifications are reasonable
Assist the low-level hardware designers 
Assist in debugging

Check cooling & thermal stresses
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Key considerations

• Models at a suitably high-level abstraction
• Models are parameterised

• Easy to adjust as req’mts change
• Proof of concept

• Using Simulink/Matlab
• Built from components

• Allow “plug & play” 
• “Model variants” in Simulink & projects
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Basic block diagram of the Central Signal Processor
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Level 1 – Major Blocks of LOW CBF
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Level 2a – Filterbanks
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Signal flow model

• Constructed in Simulink & Matlab
• Well suited to a block diagram approach
• Simulink well suited for operating in “frames”
• Possible to setup for group working (version & 

control)

• Expensive
• Awkward with multiple software versions
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CSP Signal flow model
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CSP Signal processing model
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Components
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Prototyping: From sketch to block diagrams
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Proto-typing the Jones Matrix correction & 
Doppler correction for the Pulsar timing 
beamformer. 

Crude implementation so far



Computing for SKA 11-12th Feb 2016 13

Frame-based processing

6 
independent 

signals
FFT operates all 6

columns

Can have overlap
(oversampled)
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Oversampling

Oversampling is a key concept in the CSP.
Necessary to obtain the required freq. response. 
We oversample at 27/32

Elegant & “mistake-free” using frames in Simulink
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F-part with “pure” FFT
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X-part (embedded Matlab code)

Previously, this was 
inefficient & limited

Now, just awkward and 
subtly different from (raw) 
Matlab
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Incoming signal generators
Uncorrelated Gaussian 

random noise
(sampled)

Various pure tones
(summed)

Time varying 
frequencies
(disabled)
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Numerical Precision testing 
How gracefully does the algorithm 
degrade with limited precision? 

Double vs single
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Numerical Precision testing 
Fixed point simulations: Requires care & iterative design 
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Comparison of single & fixed point

1. Double “Golden model”
2. Single (good for testing)
3. Fixed point (various)

Issues with:
• Saturation, RFI flagging 

single

Fixed point



Computing for SKA 11-12th Feb 2016 21

Our models

• Easy to spawn variants
• Add “convert” blocks early
• Propagate types 

• Easy to concatenate models 
• ICDs hardly necessary

• Convenient for block processing 
• But hard for exception handling
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IP spinoffs

• Taylor the “FFT”
• faster, more efficient … but …

• Fixed pt & shorten the FPGA development
• Develop our local capability
• Thermal modelling 
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Wrap up

Models demonstrate/validate the algorithm
Assist with hardware programming/debugging
Allows scenario testing
“Golden model” encapsulates unambiguously the algorithm 

But
Many FPGA issues not modelled

Corner turners, memory limitations, IP blocks
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