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Presenter
Presentation Notes
Over the last 15 years, we’ve seen a couple of vlbi hardware interfaces: the old rs422, then came VSI/H and lately we’re seeing ethernet. So what are these?
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formatter recorder

Presenter
Presentation Notes
In the radio astronomical signal chain, these interfaces are found between a formatter and a recorder.
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MarkIV
VLBA Mark5ARS422

Presenter
Presentation Notes
for example from MarkIV/VLBA rack to a Mark5A



IVTW - Auckland Nov 2015verkouter@jive.eu

DBBC
Mark5C
Mark6
FlexBuff

ethernetVSI/H FiLa10G

Presenter
Presentation Notes
or for a more complicated signal flow, from digital baseband converter to a device called FiLa10G which converts VSI/H to ethernet onto a packet recorder. Why all these interfaces?
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RS422 MarkIV
VLBA

Analog

VSI/H DBBC[2]
R1002
CDAS
ADS[123]000

Digital

Ethernet DBBC[2]+FiLa10G
R[2]DBE
CDAS2
BRAS

Digital

Presenter
Presentation Notes
over the same period there was a move from analog back ends to digital ones. Once that hurdle was taken ...
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Presenter
Presentation Notes
Moore’s Law happened as well ...
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RS422 MarkIV
VLBA

512 Mbps

VSI/H DBBC[2]
R1002
CDAS
ADS[123]000

2048 Mbps

Ethernet DBBC[2]+FiLa10G
R[2]DBE
CDAS2
BRAS

8192 Mbps

Presenter
Presentation Notes
which meant that the bandwidth to the recorder had to increase. For each of these interfaces there is [click]
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RS422 MarkIV
VLBA

Mark5A

VSI/H DBBC[2]
R1002
CDAS
ADS[123]000

Mark5B(+)

Ethernet DBBC[2]+FiLa10G
R[2]DBE
CDAS2
BRAS

Mark5C
Mark6
FlexBuff

Presenter
Presentation Notes
...a dedicated recorder type. These are all hard-disk recorders. The question then becomes:
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How to get all those bytes to disk?
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and Marking your 6’s

Harro Verkouter

Presenter
Presentation Notes
My name is Harro Verkouter, I’m an astromer turned software developer working at the Joint Institute for VLBI in Europe.
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CPU, 
Memory

Mark5 system

mem PCI bus

telescope/
formatterI/O board

StreamstorCard

bank a bank b

In the beginning ...

Presenter
Presentation Notes
In the olden day you needed special hardware. If we look inside the Mark5 system ....
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CPU, 
Memory

Mark5 system

mem PCI bus

telescope/
formatterI/O board

StreamstorCard

bank a bank b

In the beginning ...

Presenter
Presentation Notes
it is the streamstor card that does it
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In the beginning ... (5A)

disk

disk..

disk

disk..

PATA

FPDP

PCI
RAID Controller

www.conduant.com

RS422
I/O board

Presenter
Presentation Notes
it was one of the first commercially available RAID controllers that supported 1Gbps rate over its PATA interface. The card also has a PCI interface and, this is what made it useful for VLBI, a special purpose high-speed interface called an front-panel-data-port (FPDP) bus. This allowed MIT Haystack to design an interface board that would transform the RS422 signals to FPDP and from there directly to the disks, completely bypassing the, back then, slow PCI bus.
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In the beginning ... (5B)

disk

disk..

disk

disk..

PATA

FPDP

RAID Controller
www.conduant.com

VSI/H
I/O board

Presenter
Presentation Notes
When VSI/H came along, all that changed was the I/O board.
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These days ...

512Mbps

1024Mbps

Presenter
Presentation Notes
today’s hard disks are fast. I wouldn’t say they sustain a full 1Gbps but 512 Mbps is certainly realistic.
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These days ...

+ +

Presenter
Presentation Notes
so what you do is just take 10gig ethernet nic, a few SATA raid controllers and hook up a number of disks. of course I’m talking about
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Presenter
Presentation Notes
Mark6, developed by MIT Haystack
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Presenter
Presentation Notes
and this machine is a flexbuff. The FlexBuff concept was developed in the EVN by the Metsähovi group, Ari Mujunen and Tomi Salvinen.
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CPU0
...

CPUn

lots
of

memory

10Gbps

10Gbps

Presenter
Presentation Notes
these machines are very much the same. both have a couple of powerful cpus, lots of memory and a lot of hard disks. [click] data is received on one or more 10Gbps network cards into the memory. [click] at the same time it is being striped over the available hard disks. So if these are not the differences, then what are?
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What are the differences?
Mark6 FlexBuff
4 removable disk packs fixed disks

Presenter
Presentation Notes
The mark6 has removable disk packs, the flexbuff has fixed disks. Let’s go to the next difference. And the next. ... actually ... all other differences are software! There recorders are completely defined by their software!
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MIT Haystack

Mark5A Mark5A

Mark5B DIMino

Mark5C drs

Mark6 cplane/dplane

FlexBuff -

EVN

jive5ab

jive5ab

jive5ab

jive5ab

jive5ab

Presenter
Presentation Notes
Speaking of software, what are we talking about, actually? For each recorder, MIT Haystack have control software; the Mark6 even gets a pair of programs and the flexbuff gets nothing. In the EVN we developed a piece of software called jive5ab.



IVTW - Auckland Nov 2015verkouter@jive.eu

What are the differences?
Mark6 FlexBuff
/mnt/disks/... /mnt/disk...
striped in single file/disk striped in file per block
extra headers in stream just the facts, ma’m!

Presenter
Presentation Notes
the mount points of the disks are subtly different, there’s a difference in HOW the data is striped across the disks and lastly, the Mark6 recording software inserts small headers in the data stream whereas flexbuff just records the network payload.
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Mountpoints
Mark6 FlexBuff
/mnt/disks/1/0

... /1

... /2

... /7

... ...

/mnt/disks/2/0
... /1
... /2
... /7
... ...

/mnt/disks/3/0
... ...

/mnt/disk0
/mnt/disk1
/mnt/disk2
/mnt/disk3

/mnt/disk31

......

Presenter
Presentation Notes
On the Mark6 the disks are mounted in groups of 8. This is one module, corresponding to which slot the module is inserted in. On the flexbuff they’re just mounted as disk number X.
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Mark6+d-plane

10Gbps

/mnt/disks/1/0/data/eg053.m6

/mnt/disks/1/1/data/eg053.m6

/mnt/disks/1/2/data/eg053.m6

/mnt/disks/1/3/data/eg053.m6

Presenter
Presentation Notes
striping of data on the mark6 is done as follows. . When a recording is started, the software opens a single file on each disk.
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10Gbps

/mnt/disks/1/0/data/eg053.m6

/mnt/disks/1/1/data/eg053.m6

/mnt/disks/1/2/data/eg053.m6

/mnt/disks/1/3/data/eg053.m6

10 MB

0 DATA

recording application header
VLBI data

Mark6+d-plane

Presenter
Presentation Notes
a block of ~10MB of data is read from the network [click] it is written to the first available file. A small block header, containing the block sequence number, is written to file before the network payload
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10Gbps

/mnt/disks/1/0/data/eg053.m6

/mnt/disks/1/1/data/eg053.m6

/mnt/disks/1/2/data/eg053.m6

/mnt/disks/1/3/data/eg053.m6

10 MB

0 DATA

1 DATA

recording application header
VLBI data

Mark6+d-plane

Presenter
Presentation Notes
The next block comes in and gets written to disk too.
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10Gbps

/mnt/disks/1/0/data/eg053.m6

/mnt/disks/1/1/data/eg053.m6

/mnt/disks/1/2/data/eg053.m6

/mnt/disks/1/3/data/eg053.m6

0 DATA 6 DATA

1 DATA 7 DATA

2 DATA 5 DATA

3 DATA 4 DATArecording application header
VLBI data

Mark6+d-plane

Presenter
Presentation Notes
and so the files are filled, until recording is stopped
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FlexBuff+jive5ab

10Gbps

/mnt/disk0/eg053/

/mnt/disk1/eg053/

/mnt/disk2/eg053/

/mnt/disk3/eg053/

Presenter
Presentation Notes
If a recording is started on flexbuff, the software creates a **directory** on each disk.
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10Gbps

/mnt/disk0/eg053/

/mnt/disk1/eg053/

/mnt/disk2/eg053/

/mnt/disk3/eg053/

eg053.00000000

256 MB

recording application header
VLBI data

FlexBuff+jive5ab

Presenter
Presentation Notes
in this case, we capture about 256 MB of data. [click] we select an available disk and write all of the 256 MB of data into a file. The file NAME encodes the block sequence number.



IVTW - Auckland Nov 2015verkouter@jive.eu

10Gbps

/mnt/disk0/eg053/

/mnt/disk1/eg053/

/mnt/disk2/eg053/

/mnt/disk3/eg053/

eg053.00000000

256 MB
eg053.00000001

recording application header
VLBI data

FlexBuff+jive5ab

Presenter
Presentation Notes
the next block of data is captured and processed in the same way: a file with the block’s sequence number is created and it’s filled with the 256 MB of data.
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10Gbps

/mnt/disk0/eg053/

/mnt/disk1/eg053/

/mnt/disk2/eg053/

/mnt/disk3/eg053/

eg053.00000000

eg053.00000006

eg053.00000001

eg053.00000007

eg053.00000002

eg053.00000005

eg053.00000003

eg053.00000004
recording application header
VLBI data

FlexBuff+jive5ab

Presenter
Presentation Notes
in this way the flexbuff is filled with files, until the recording is stopped. But despite these differences, the two methods are, in fact, quite similar.
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Still very similar!

• capture block
• assign sequence number
• write to next available disk

Presenter
Presentation Notes
and because they are so similar, ONLY two questions need to be answered. to witt 
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Still very similar!

• where to stripe data?
• in which format?

Presenter
Presentation Notes
these two: where should I write the data and in what format?
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jive5ab commands for FlexBuff/Mark6

Where to stripe data?
• set_disks = /path/to/disk* [ : more ]
• set_disks = [1234]+ | eMSN [ : more ]

• Mark6 disk module number(s) or eMSN(s)
• set_disks = ^(foo|bar)[^0-9]$ [ : more ]

• full regular expression support

Set recording format
• record = mk6 : 0 (FlexBuff vbs format)
• record = mk6 : 1 (d-plane v2 format)

Presenter
Presentation Notes
jive5ab has implemented two command for FlexBuff/Mark6.‘set_disks’ can be used to control where the data is striped and using a subcommand of ‘record’ it is possible to switch between the two recording formats
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How is data captured?
d-plane jive5ab
“tcpdump –ni ethX” (IPv4:)PORT sockets

udp only,
extract bytes from pkt

all supported protocols:
udp, vtp, tcp, udt

Presenter
Presentation Notes
a difference is how the data is captured from the network. d-plane captures by physical ethernet device whilst jive5ab works at the logical IP /  port number.
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Supported data formats
d-plane jive5ab
Assumes VDIF/Mark5B Record explicit format:
packet = ...(*) all supported data formats

mode=vdif_8000-1024-16-2
mode=mark5b-2048-16-2
mode=MKIV1_2-1024-16-2
...

(*) see Mark5C ‘packet=‘ command

Presenter
Presentation Notes
d-plane assumes the data is vdif or mark5b. this is because it works like tcpdump; you specify which bytes to record out of an incoming packet without it knowing anything about the data. jive5ab only accepts recording a known data format but fortunately it’s quite easy to specify the data format. And it knows about many formats.
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Multiple streams
d-plane jive5ab
1 recording ≥ 1 streams 1 recording = 1 stream
‘subgroups’ to split
streams to different
modules

≥ 1 parallel recording,
each indepently
configurable (set_disks=)

Presenter
Presentation Notes
another difference is how multiple streams are recorded. In d-plane all streams are captured in a single recording. But users required more control e.g. splitting the different streams over different modules. So the subgrouping command was invented.jive5ab can perform multiple parallel recordings, so each stream can be independently configured and recorded.
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Disk management
c-plane jive5ab
disk management: no disk management:

mount/unmount
format

better done with shell
commands/scripts(*)

(*) c-plane is Python which generates and 
executes shell commands for you:
for dsk,mp in [(“/dev/sdb1”, “/mnt/..”), ...]:

subprocess.call([“mount”, “-t”, “xfs”, dsk, mp])

Presenter
Presentation Notes
the c-plane program offers disk management services for e.g. mounting and unmounting of modules. jive5ab doesn’t because it’s quite easy to do outside the program with standard Linux commands. in fact, c-plane does exactly that: it generates and executes the Linux command line utilities for you.
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Slamming the bytes on disk
is only half the story!

Presenter
Presentation Notes
But actually, in my opinion, usability is more than just the recording.



IVTW - Auckland Nov 2015verkouter@jive.eu

• post-recording check
• recorder state
• play back at correlator
• e-transfer/conversion
• disk-shippingless operations
• ....

Presenter
Presentation Notes
after a recording is done there are quite a few things you’d want to do with the data.
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Useful Mark5 commands on FlexBuff/’6

# disk space on selected disks
rtime?   # uses recording data rate from mode=
dir_info? # recorded space and total free space

# post recording
scan_set = ... # see Mark5 manual
scan_check?    # will recognize VDIF (heuristically)

# extract data range selected via scan_set =
disk2file = /path/to/file
disk2net = connect : host.ip.com

Presenter
Presentation Notes
jive5ab implements the following useful Mark5 commands on FlexBuff and Mark6. Of these the “scan_set=“ and “scan_check” are probably the most interesting. They allow for verifying a recording and enable the use of disk2file and disk2net to get access to the recorded data.
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Advantages FlexBuff recording ‘format’

each file is a (small) time slice:
• only VLBI payload
• individually correlatable by DiFX and SFXC
• individually inspectable (e.g. file_check?)
• transferable (256MB is a manageable size)

can use UNIX utilities + scripts to locate/manipulate data

Presenter
Presentation Notes
there are some post-recording advantages to the flexbuff format. In particular the fact the each file literally is only VLBI payload means that each chunk can be correlated directly. Also individual chunks are small enough to comfortably handle.
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EVN goes disk
shipping less
operations

Presenter
Presentation Notes
right. time to move on to greener pastures. let’s look at the current data recorders. mark6 versus flexbuff. But is it really “versus”? Actually, from where I’m standing it’s more like this:
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Internet

Presenter
Presentation Notes
at the station and at JIVE a flexbuff is placed. Data is recorded on the FlexBuff. As soon as an experiment is finished, we start transferring its data to the flexbuff at JIVE. If the data for all stations has arrived, we can start correlating. After the session ends, we finalize transferring the last bits after which the correlation can be finished. 
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Independent of FlexBuff layout at station/JIVE

vbs vbs transfers are a sync operation
• only missing bits are transferred

FlexBuff advantages
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Station

/mnt/disk0/eg053/

/mnt/disk2/eg053/

eg053.00000000

eg053.00000006

eg053.00000001

eg053.00000007

eg053.00000002

eg053.00000005

eg053.00000003

eg053.00000004

/mnt/disk0/eg053/

/mnt/disk1/eg053/

/mnt/disk2/eg053/

/mnt/disk3/eg053/

eg053.00000000

eg053.00000006

eg053.00000001

eg053.00000007

eg053.00000002

eg053.00000005

eg053.00000003

eg053.00000004

JIVE

Internet

Presenter
Presentation Notes
this is easily illustrated
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Sidekicks
c-plane/d-plane jive5a
gather/vdifuse vbs_fs

m5copy

gather/vdifuse/vbs_fs:
present scattered recording as one file

• gather copies
• vdifuse/vbs_fs are FUSE virtual file systems

m5copy:
“copy VLBI data from somewhere to elsewhere”
$> m5copy mk6://host:port/<recording> ...
$> m5copy vbs://host:port/<recording> ...

Presenter
Presentation Notes
The recording software would be nowhere without helper programs. The Mark6 software is accompanied by at least two programs: gather and vdifuse. jive5ab has the vbs_fs fuse file system and m5copy as helper programs. Mostly these programs allow one to present a scattered recording as a single file for use with normal unix utilities. m5copy is a helper program that allows moving VLBI data around frome somewhere to elsewhere and now supports Mark6 as well as flexbuff as data sources.
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Mark5 File FlexBuff Mark6
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Presenter
Presentation Notes
So, with the support of FlexBuff and Mark6 in m5copy, this becomes the full connectivity matrix of m5copy. I don’t expect you to memorize or understand it but it goes on to show that virtually all data transfers are supported.
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jive5ab new command line arguments

$> jive5ab [-6] [-f <format>]

-6 look for Mark6 mountpoints
(use set_disks= to change @runtime)

-f <format> set default recording format:
‘mk6’ record in native Mark6 mode
‘flexbuff’ record in FlexBuff mode

(use record=mk6:[01] to change @runtime)

Presenter
Presentation Notes
In order to make using jive5ab on the mark6 easier, we’ve added two new command line options. One to set the default location of the data disks and one to set the default recording mode. Both values can be changed at runtime, if necessary.
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Summarizing FlexBuff/Mark6

jive5ab 2.7.* can
• record in either format
• on either system
• read either format
• on either system

Differences wrt MIT Haystack c-plane/d-plane software:
• only record known data format (not arbitrary packet dump)
• but easy to specify the data format (libmk5access-like)

• “VDIF_8224-8192-1-2” / “MARK5B-2048-32-2”
• c-plane: >1 network card ⇒ 1 recording
• jive5ab: >1 network card ⇒ >1 recording

• per stream control where it’s recorded
• starting a recording scripted anyway

Presenter
Presentation Notes
This summarizes the status of jive5ab on flexbuff and mark6. There are some differences between jive5ab and the Haystack Mark6 software. jive5ab MUST know the data format, but we’ve worked to make that easy. Another difference is multiple stream recording. In haystack software you can record multiple streams in one recording. In jive5ab you have to start multiple recordings. But recording is usually scripted anyway so we think it’s not a big issue. On top of that it gives you full control over where each stream is recorded.
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Record recipe for FlexBuff/Mark6

# configure network
net_protocol = udp|pudp|tcp|udt # which protocol
mtu = 9000 # UDP based protocols need this
net_port = 42667 # port number to listen on for data

# where to stripe data [optional: in which format?]
set_disks = .... # default: flexbuff disks
record = mk6 : 0|1 # default: vbs format

# what is the format of the data being recorded?
mode = VDIF_8192-4096-32-2

# and record it
record = on : <scanlabel>

Presenter
Presentation Notes
for completeness’ sake I’ll include a working FlexBuff/Mark6 recording recipe 
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Thank you
for 
your

attention

Presenter
Presentation Notes
with that I would like to thank you for your attention
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Availability
http://www.jive.eu/~verkout/evlbi/

jive5ab “.deb” installation, source code

http://www.jive.eu/~verkout/evlbi/m5copy

direct download link, always latest version

http://www.jive.eu/~verkout/evlbi/m5copy.html
http://www.jive.eu/~verkout/evlbi/changelog

changelogs of m5copy and jive5ab for inspection

http://www.jive.eu/~verkout/flexbuff/

Flexbuff scripts and documentation

Presenter
Presentation Notes
and I’ll leave you with a long list of handy URLs.
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Summarizing Mark6/FlexBuff

jive5ab will NOT:
• read FlexBuff format
• read Mark6 format

⇒ use FUSE(*) virtual file system for reading as single file
• vbs_fs (for FlexBuff format) – distributed by JIVE

• ./vbs_fs [options] /path/to/dir

• for Mark6 format either:
• MIT Haystack (Geoff Crew?)
• Jan Wagner’s fuseMk6

(*) http://fuse.sourceforge.net/

Presenter
Presentation Notes
Earlier this year, at the TOW, I made the following statement. jive5ab will not read back its own recordings, let alone those made by Haystack software
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Remember scan_set= ?

Presenter
Presentation Notes
But do you remember the scan_set command? When you actually read its documentation ...
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Remember scan_set= ?

# In order to fully support:

scan_set = n15x1_o6_no0003 : 10m30s : +2s
disk2file = /path/to/file

Presenter
Presentation Notes
then, in order to support this, which is used in automated fringe tests,
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Remember scan_set= ?

# In order to fully support:

scan_set = n15x1_o6_no0003 : 10m30s : +2s
disk2file = /path/to/file

jive5ab must be able to read back the recording!

Presenter
Presentation Notes
jive5ab has to be able to read back a recording it just made. It HAS to be able to decode the data format to extract the correct byte range!
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Remember scan_set= ?

# In order to fully support:

scan_set = n15x1_o6_no0003 : 10m30s : +2s
disk2file = /path/to/file

jive5ab must be able to read back the recording!

disk2net = connect : host.ip.com

Presenter
Presentation Notes
And when you can do disk2file, you can also do disk2net. And this in turn means that it will now fit in nicely with m5copy! With the new m5copy, you can



IVTW - Auckland Nov 2015verkouter@jive.eu

Upcoming m5copy capabilities

$> m5copy mk6://.../  file://[host.ip]/path/
$> m5copy vbs://.../  file://[host.ip]/path/

Copy FlexBuff or Mark6 recordings anywhere:

To local or remote file:

$> m5copy mk6://.../  mk5://host.ip/path/
$> m5copy vbs://.../  mk5://host.ip/path/

To remote Mark5:

.... etc ...

Presenter
Presentation Notes
copy a flexbuff or mark6 recording anywhere! This used to be impossible.
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Upcoming m5copy capabilities

$> m5copy --resume [...] SRC DST

Resume an interrupted transfer!

Only works on limited set of transfers:
• DST must be file://.../

• other endpoints do not support appending
• SRC can be mk5, file, vbs or mk6

But works on local + remote transfers!

Presenter
Presentation Notes
A big improvement should be the resume functionality. If a transfer stops or crashes, you can re-run the transfer with the ‘—resume’ command line flag. m5copy will append the bytes not yet transferred to the ones that are already present.It only works with transfers that have a file as destination because none of the other destinations allow appending to an existing entry.
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vbs_fs FUSE file system novelties

$> vbs_fs [-6] [...] /path/to/dir

Use to present FlexBuff style recordings as single files

• Acquired command line option “-6”
• look in Mark6 mountpoints for recordings

• Increased performance by scheduling reads by disk
• Increased stability by disabling background indexing

Presenter
Presentation Notes
Finally, there have been developments in the FUSE file system “vbs_fs”. It also gained the “-6” command line option, to know about Mark6 disk locations. Also the stability and performance were increased by chaning some of the internals.
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Summarizing FlexBuff/Mark6

jive5ab 2.7.0 can
• record in either format
• on either system
• read either format
• on either system

Differences wrt Haystack c-plane/d-plane software:
• only record known data format (not arbitrary packet dump)
• but easy to specify the data format (libmk5access-like)

• “VDIF_8224-8192-1-2” / “MARK5B-2048-32-2”
• cplane: >1 network card ⇒ 1 recording
• jive5ab: >1 network card ⇒ >1 recording

• per stream control where it’s recorded
• starting a recording scripted anyway

Presenter
Presentation Notes
This summarizes the status of jive5ab on flexbuff and mark6. There are some differences between jive5ab and the Haystack Mark6 software. jive5ab MUST know the data format, but we’ve worked to make that easy. Another difference is multiple stream recording. In haystack software you can record multiple streams in one recording. In jive5ab you have to start multiple recordings. But recording is usually scripted anyway so we think it’s not a big issue. On top of that it gives you full control over where each stream is recorded.
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Thank you
for 
your

attention
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with that I would like to thank you for your attention
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Availability
http://www.jive.eu/~verkout/evlbi/

jive5ab “.deb” installation, source code

http://www.jive.eu/~verkout/evlbi/m5copy
http://www.jive.eu/~verkout/evlbi/DirList.py
http://www.jive.eu/~verkout/evlbi/SSErase.py

direct download links, always latest version
http://www.jive.eu/~verkout/evlbi/m5copy.html
http://www.jive.eu/~verkout/evlbi/changelog

changelogs of m5copy and jive5ab for inspection

http://www.jive.eu/~verkout/flexbuff/

Flexbuff scripts and documentation
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and I’ll leave you with a long list of handy URLs.
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